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About Me

• Data Scientist at Zortify

• PhD Student at the University of Luxembourg (SnT)

• Research Interest: 
Multilinguality and Cross-Linguality in Large Language Models (LLMs)
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Battle of (English) LLMs

NLP for Low-Resource Languages 3



Languages of 
Europe
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UNESCO Atlas of the World's Languages in Danger. UNESCO. 2010.

• 24 official EU languages

• 7’164 living languages in 
the world

- of which 291 are 
European

- of which many are 
endangered
(~42% worldwide)

Source: Ethnologue

https://unesdoc.unesco.org/ark:/48223/pf0000187026


Comparison Across Continents
Despite making up only 
4% (291) of the world's 
languages, European 
languages have the 
highest number of 
speakers after Asian 
languages
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The English-Centric Nature of LLMs

Reasons Behind the English Dominance in LLMs

• Leading NLP companies (e.g., OpenAI, Meta, Google, Microsoft) are primarily U.S.-based

• English is the world's most widely spoken language, with 1.5 billion speakers (although 
only 400 million are native speakers)

• LLM performance heavily relies on the amount (and quality) of available data

• Languages exhibit significant linguistic and cultural differences

NLP for Low-Resource Languages 6



Unequal Data Availability Across Languages
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The State and Fate of Linguistic Diversity and Inclusion in the NLP World (Joshi et al., ACL 2020)



Unequal Data Availability Across Languages
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The State and Fate of Linguistic Diversity and Inclusion in the NLP World (Joshi et al., ACL 2020)



Unequal Language Coverage
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Xu, Y., Hu, L., Zhao, J., Qiu, Z., Ye, Y., & Gu, H. (2024). A Survey on Multilingual Large Language Models: Corpora, Alignment, and Bias. ArXiv, abs/2404.00929.



Examples Where LLMs Fail (in Luxembourgish)
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Examples Where LLMs Fail (in Luxembourgish)
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Why is NLP for Under-Resource Languages Important?

A Few Reasons

• Preservation of Linguistic Diversity

• Cultural Heritage

• Inclusion and Accessibility

• Economic Opportunities
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Cross-Lingual Transfer

• Definition

- Cross-lingual transfer is a technique where 
knowledge from one language (often a high-
resource language like English) is used to 
improve LLM performance in another language 
(often a low-resource language).

• Straightforward for humans who speak more than 
one language, but more challenging for LLMs
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Cross-Lingual Transfer

Benefits

- Resource Efficiency

Saves time and effort by leveraging existing data and models from high-resource languages.

- Improved Performance

Enhances the performance of NLP tasks (e.g., text classification, summarization) in languages with 
limited data.
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Cross-Lingual Transfer
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Typical  Cross-Lingual Transfer Pipeline

Pre-Training a 
Multilingual 

Language Model

Fine-Tuning
 Pre-Trained 

Model in  Source 
Language

Apply fine-
tuned Model to 

Target 
Language
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Factors That Impact Cross-Lingual Transfer Performance

Linguistic Similarity
• Relatedness of the source and target languages in terms of grammar, syntax, morphology, etc.

Lexical Overlap
• Proportion of words or tokens that are shared between the source and target languages

Model Architecture
• Number of layers, number of attention heads, embedding dimension, etc.

Pre-Training Settings
• Pre-training objective, tokenizer quality

Pre-Training Data
• Source and size of the pre-training corpora



Parallel Data for Higher Cross-Linguality

• Parallel Data can increase the “alignment” of languages in a language model

• Examples of such datasets:

- Europarl (Koehn, 2005), The United Nations Parallel Corpus (Ziemski et al., 2016),
NLLB-200 (NLLB Team, 2022)

• Limited availability of high-quality parallel datasets for many languages
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Future Research

Open Questions

• What other factors contribute to cross-lingual 

transfer?

• How to transfer to zero-resource languages?

• Should a single model cover ALL the languages? à 

Curse of Multilinguality
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Conclusion

• NLP is still a long way from supporting the 
world’s 7,000+ languages

• Do not always trust LLMs, especially in 
under-resourced languages

• The largest and “best performing” LLMs 
might not always be the best for your 
language
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Thank you
Fred Philippy

fred@zortify.com
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